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**ABSTRACT**

Plants provide a significant portion of the world's food supply. Plant diseases are a factor in productivity loss, although they can be avoided with constant monitoring. Plant disease monitoring by hand is time-consuming and error-prone. Early detection of plant diseases with computer vision and artificial intelligence (AI) can help to reduce disease severity and overcome the limitations of continuous human monitoring. In a rising agricultural economy, early detection and diagnosis of plant leaf diseases is a major necessity. India ranked 2nd in the production of tomatoes. However, due to numerous illnesses, the quality and quantity of the tomato crop suffers. Tomatoes are one of the most important crops grown in large quantities with high commercial value, contributing to the food chain and security while also being a profitable business for many farmers. A regression-based technique is used for disease identification and classification.The YOLO algorithm is used to detect and classify diseases. The classification accuracy varies from 86% to 98% with respect to classes for the 9 diseases and one healthy class.
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